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Introduction to Distance Sampling

Abundance estimation - background

•Goal – estimate abundance over some defined area (A)

•N = true number of a particular species within the area 
(population size or abundance)

•Might count individuals seen or heard in a sampled 
area (a)

•n = Nb of animals counted
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Abundance & Study Area

• Implicit or explicit in estimating abundance is the 
associated “area”…

•So even when we measure abundance or 
population size, N, there is an implied measure of 
density (D) where  

D = number of individuals (n) per unit area (a)

D̂ =
n
a

Abundance estimation: probability of 
detection

We have to estimate N.

Several methods are available:
• variable-distance methods (includes line-transect and point-

transect surveys)

• mark-recapture or mark-resight techniques (including 
removal methods)

• quadrat sampling with additional surveys to estimate 
detectability.
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Estimation of the population size in the study 
area

Let
N = population size (abundance)
A = size of study region = 5000 m2 or 0.5 hectares
D = Animal density = N/A

One method: count everything, i.e., a census (total count)
N = 412
D = 412/5000 = 0.0824 Al/m2 or 824 Al/ha

Rarely possible in practice!

0 20 40 60 80 100

0

10

20

30

40

50

Strip Transect

0 20 40 60 80 100

0

10

20

30

40

50

0 20 40 60 80 100

0

10

20

30

40

50

0 20 40 60 80 100

0

10

20

30

40

50

0 20 40 60 80 100

0

10

20

30

40

50

Total Area = A = 5000 m2



09/06/2020

4

Strip Transect
• Let

k = number of strips = 5
L = total line length = 50 x 5 = 250 m
w = the strip half-width = 1 m
Some sort of “random” placement of lines.
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Strip Transect
If k = number of strips = 5, 

L = total line length = 50 x 5 = 250 m, and
w = the strip half-width = 1 m

then
a = area of region surveyed = 2wL = 2x1x250 = 500 m2

n = number of animals counted/censused within the 5 strips = 36
Then extrapolate to area of interest :

250 m

1 m 2 m

N̂ =
n
a
A
=
nA
a
=
36×5000
500

= 360

Hypothesis : all animals 
within the strip are 
detected with a probability 
of 100 %

Impossible 
=> biaised



09/06/2020

5

Distance Sampling Methods

•Distance sampling theory extends the finite population 
sampling approach 

• Given the detection of n objects, how many objects are estimated to 
occur within the sampled area?

• Implementation: In practice, a set of randomly placed 
lines or points are established and perpendicular 
distances are measured to those objects detected when 
traveling the line or surveying the points.  

•The theory allows for the fact that some of the objects 
will be undetected and that there is a tendency for 
detectability to decrease with increasing distance from 
the transect line or point.

Line Transect
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Data collection Line Transect

Line Transect

Perpendicular distance from the line transect
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Distance Sampling

Distance

Fr
eq
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nc
y

Distance Sampling

• General form of our density and abundance estimator

•Where: 
• N = abundance, n = count
• Pa = detection probability in area ʻaʼ
• a = area surveyed
• A = total area
• D = density

ADN ˆˆ =
aPa
nD ˆ

ˆ =
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How is distance sampling data used?

• Fit a curve (i.e., a model!) to the data
• Intuitive estimate of probability of detection in the area, Pa , is the 

area under the curve (integration)

Perpendicular distance from line
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rectangle of area
curveunder  area

=aP

these animals 
are missed

assume you see 
everything at 
zero distance

if you saw everything at all distances, 
on average the histogram bars should 
be here

Some function
g(x)
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Distance Sampling
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The probability of detecting an object in the strip of area = 
2wL is: 
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Distance Sampling: density estimator

Substituting Pa into the density equation gives: 

0

ˆ
ˆ ˆ2 ˆ2 ( )

w
a a

n n n
D

aP LwP
L g x dx

= = =

ò

0

ˆ ( )
ˆ

w
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g x dx
P

w
=
ò

D = density (number per unit area)
N = population size in the study area
n = number of objects or animals detected
Pa = probability of detection for an object within area, a, 

regardless of its location.
w  = width of area searched on each side of transect, or radius 

searched around point transect, or truncation point beyond 
which data not used in the analysis

L  = total line length,  
g(0) = probability of detection on the line or point, usually 

assumed to be 1.
f(0) = the probability density function of detected distances from 

the line, evaluated at zero distance
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Effective strip width (ESW)

The distance at which the number of animals missed within 
that distance is equal to the number of animals detected 
beyond that point 

ESW

Animals seen

Animal missed

Modeling detection probability 

Now, we need to model (estimate) an animals' 
detection probability:
g(x) = Pr(animal detected/distance x)

What type of models might we use?
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Crucial  Assumptions

1. Objects on the line or point are detected 
with probability one, p = 1.

2. Objects are detected at their initial 
location, prior to any movement.

3. Distances and angles are measured 
accurately.

4. Objects are spatially distributed in the 
area to be sampled according to some 
random process.

5. Randomly placed lines or points are 
surveyed.

Unbiased estimates of density can occur from these distance data if 
certain assumptions are met.  It is critical that these assumptions are 
met in establishment of field protocol:

Assumption 1: Objects on the line or point are 
detected with certainty 

• Most Important assumption!

• Density estimate is biased low if g(0) < 1

• Examples of methods to ensure g(0) = 1
• More effort on the line (slow consistent movements along 

line)
• Video cameras (e.g., in aerial surveys)
• One observer dedicated to observe animals on the line

• Advanced techniques when g(0) < 1 
• Multiple, independent observers to estimate objects 

missed on the line and adjust g(0). 
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Assumption 2: Objects are detected at their 
initial location

•Movement independent of observer is not a problem, but 
avoid counting objects multiple times on the same line or 
point.
• If animal reacts to the presence of the observer, distance 

must be measured from the position the animal was before 
reaction (when possible)
• “Random”movement of animals that are  detected at a later time is 

not a problem

Assumption 2: Objects are detected at their 
initial location

•Movement away from or towards the line/point due to the 
observer creates bias
• Animals that move, or flush, due to observer will cause a negative 

bias in density
• Attraction to the line/point will cause a positive bias in density 

(e.g., mobbing behavior of birds)
• Note: difficult to assess bias.
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Assumption 3: Measurements are exact

•Exact measurements are 
obviously very important.
• Use of measurement aids are 

highly recommended to reduce 
bias in approximations of 
observers.
• Tape measures; Laser range 

finders; Compass for angles

• “Grouping” can reduce issues 
of measurement error, but 
obviously easier to begin 
with accurate measurements.

Assumption 3: Measurements are exact

•Established groupings can be used when exact 
measurements are difficult 
• 5-7 intervals

•Heaping – can result from “estimated” distances 
because of tendency of humans to choose 
distances at 0, 5, 10, etc. units.

• If angles and distances are measured, do not 
group prior to estimating perpendicular distances.
• Put another way: if you are going to group measurements that include angles, do so during the 

analysis using the perpendicular distances.
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Assumption 3: Measurements are exact

•Outliers:  A few extreme outliers have little effect on 
the density estimate and should be truncated.

• Including outliers can increase variance estimates of 
density, var(D), because detection function may overfit 
and add additional parameters.

Modeling the Detection Function
Several distribution curves available : 
-Uniform - exponential
-half-normal - hazard rate
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Given these data, what curve would you 
chose ? 
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Modeling detection function

• The statistical problem in the estimation of density is the estimation of 
the true detection function g(x) which is not known

• The strategy is to select a few models for g(x) that have good properties. 
Good properties needed for the detection function include :
•model robustness, 

• shape criterion, 

• efficiency.

Modeling detection functions

Model robustness

• the most important property - means the model is a general, 
flexible function that can take on a variety of shapes.  

• It is also important that the models allow pooling over different 
factors that affect detection probability (e.g., pooling over 
observers or habitat types). 
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Efficiency

• the model provides estimates with small variances (that are 
relatively precise). 

Modeling detection functions

Shape criterion

• the detection function should be monotonically decreasing and 
have a “shoulder” near the transect line or point. That is, 
detection remains nearly certain out to some distance from the 
transect line.  Program DISTANCE includes a shape criterion 
that forces it to fit functions with a shoulder. 

• In order to meet the shape criterion data are often grouped 
into distance classes and truncated (distant observations 
removed from the data). 

Modeling detection functions
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Detection function models

• Take the form of a ʻkeyʼ function 
• uniform, 
• half-normal, 
• hazard-rate
• Negative exponantial

• plus a ʻseriesʼ expansion 
• cosine, 
• simple polynomial, 
• hermite polynomial) => adjustment

Series expansions for adjusting key functions

•Uniform with a single cosine adjustment term
•Adds parameters
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RECOMMANDED MODELS for density estimation 
(Thomas et al. 2010)

•Uniform + Cosine

•Half Normal + Cosine

•Half Normal + Hermite

•Hazard Rate + Polyniomal

How do we selected among models? And 
among number of adjustment terms?
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Model selection

• Akaike’s Information Criterion: AIC

AIC = -2loge(L) + 2q

L is the maximized likelihood (evaluated at the maximum 
likelihood estimates of the model parameters) an q is the 
number of parameters in the model

• Select the model  with smallest AIC
• Gives a relative measure of fit

<

x

Goodness of Fit

•1st test : q-q plot
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Goodness of Fit

•1st test : q-q plot

Empirical Distribution Function Empirical Distribution FunctionFi
tte

d
cu

m
ul

at
iv

e 
D

ist
ri

bu
tio

n 
Fu

nc
tio

n

Fi
tte

d
cu

m
ul

at
iv

e 
D

ist
ri

bu
tio

n 
Fu

nc
tio

n

The model doesn’t fit The model fits

Goodness of Fit

• 2nd Test : Test Kolmogorov Smirnov
• Non parametric test used to compare 2 distributions (observed data and 

estimated date produced by the model) 

• 3rd Test : Test Cramés-von Mises:
• Compare 2 distributions (observed data and estimated date produced by the 

model) .
• Possibility to give a weight to the data (especially near 0)

• 2 test must be non significative (P> 0,05): no difference between the 2 
distributions (observed and estimated)
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Goodness of Fit

Goodness of Fit

•4th test : Chi-Square test 
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Clusters
• When objects are naturally clustered, it is better to consider the “object 

of interest” as the cluster versus the individuals within the cluster.
• Herds of antelope

Cluster

•Measurements are from the point or line to the center of the 
cluster.

• Sample size, n, is the number of clusters versus to the number of 
individual objects.

• Size bias: larger clusters have a tendency to be more detectable,
• result is an overestimate of cluster size as small-sized clusters are missed.

• How can size bias detected and accounted for?
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Scale parameter a function of cluster size, s
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Distance Sampling: 
Line transect density estimator
• We know g(0) = 1 (the key assumption for distance sampling), so 

using the assumption that g(0) = 1, the pdf can be evaluated at zero 
distance so that f(0), the pdf, can also be evaluated at distance 0 :

• When f(x) is evaluated at 0, (the fitted pdf for perpendicular 
distances evaluated at zero distance), it is a function of the 
measured distances.  

Now the general estimator of density for line transect sampling, 
based on the measured distances, is:

Note: D and f(0) are estimated! 0

f̂(0)ˆ ˆ
2 2Lˆ2 ( )

w
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n n n
D D
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0 0
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Estimate of Precision

• Having produced a point estimate of density, we must also 
produce an estimate of the precision.  This variance formula 
consists of two pieces; uncertainty in f(0) and uncertainty in 
the number of individuals we detect:

• An empirical estimate of variance using bootstrapping over 
the lines or points is often a better approach and is an 
option in Program DISTANCE

2
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Recommanded literature
• Software : 
• http://distancesampling.org/Distance/distance72download.html

Recommanded literature

http://distancesampling.org/Distance/distance72download.html

